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GENERATING IMAGE DESCRIPTIONS



TASK / OBJECTIVE
• To generate natural language descriptions of images and their regions

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



CHALLENGE
• Model has to reason about image contents AND their representation in natural language

• Captioned images datasets are available, but they generally do not do not include entity 
locations in image



MOTIVATION: WHY LANGUAGE LABELS INSTEAD 
OF FIXED-CATEGORY LABELS?

http://techtalks.tv/talks/deep-visual-semantic-alignments-for-generating-image-descriptions/61593/



RELATED WORK: DENSE IMAGE ANNOTATION

K. Barnard, P. Duygulu, D. Forsyth, N. De Freitas, D. M. Blei,and M.I.Jordan. Matchingwordsandpictures. JMLR, 2003. 



RELATED WORK: GENERATING DESCRIPTIONS
• Retrieval Solution:

• Match most applicable training description to the test image

• Stitch together segments of training descriptions

• Fixed templates

• Fill templates based on image contents

• Full image description generation

• Uses fixed window approach, generated words don’t depend on previous words



PAPER CONTRIBUTION

• First paper to combine previous two concepts

• Associates object location in image and sentence segments through 
a multimodal embedding

• Generate descriptions for test images that significantly outperforms 
baselines

• Other papers were in pre-publish state that use a similar approach



STEP 1: EMBED IMAGE DATA & TEXT 
DESCRIPTION

Align sentence snippets to the visual regions they describe through 
multimodal embedding

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



STEP 2: GENERATE NEW IMAGE DESCRIPTIONS USING 
IMAGE/TEXT CORRESPONDENCE

Use previous correspondence as input to multi-modal RNN 
which learns to generate novel descriptions

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf
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EMBED TEXT DATA

Index Word

1 the

2 man

3 at

4 bat

5 readies

6 to

7 swing

8 at

9 the

10 pitch

11 while

12 the

13 umpire

14 looks

15 on

16 .

The man at bat readies to swing at 
the pitch while the umpire looks on.

Index at the bat …

1 0 1 0 0

2 0 0 0 0

3 1 0 0 0

4 0 0 1 0

5 0 0 0 0

6 0 0 0 0

7 0 0 0 0

8 0 0 0 0

9 0 1 0 0

10 0 0 0 0

11 0 0 0 0

12 0 1 0 0

13 0 0 0 0

14 0 0 0 0

15 0 0 0 0

16 0 0 0 0

Thousands of dims

Index 0 1 2 …300

1 0.17 0.20 0.21 0.04
2 0.68 0.68 0.28 0.55
3 0.33 0.89 0.12 0.92
4 0.49 0.46 0.41 0.41
5 0.15 0.24 0.79 0.96
6 0.68 0.99 0.46 0.91
7 0.38 0.11 0.34 0.74
8 0.13 0.13 0.46 0.54
9 0.24 0.24 0.96 0.31
10 0.43 0.59 1.00 0.83
11 0.46 0.26 0.33 0.59
12 0.80 0.14 0.74 0.61
13 0.06 0.04 0.98 0.93
14 0.15 0.56 0.74 0.76
15 0.88 0.49 0.62 0.87
16 0.14 0.78 0.85 0.30

h-dimensions

xt

word2vec 
autoencoding



EMBED TEXT DATA
BRNN

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



IMAGE-SENTENCE SCORE (CONT)

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



LOSS FUNCTION
• Applied over a batch of training examples (set of images, sentances pair) 
• Punishes wrong image, sentence pair for having high alignment score 

http://techtalks.tv/talks/deep-visual-semantic-alignments-for-generating-image-descriptions/61593/



ALIGNMENT MODEL: EXAMPLE

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



From presentation by Ivan Vendrov, University of Toronto



STEP 2: GENERATE NEW IMAGE DESCRIPTIONS USING 
IMAGE/TEXT CORRESPONDENCE

Use previous correspondence as input to multi-modal RNN 
which learns to generate novel descriptions

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



GENERATE REGION DESCRIPTIONS 

• Generative model is TRAINED 
on the bounding boxes + 
sentence snippets generated 
from the alignment model 

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf





Full-Frame Model

No image region to word embedding step, more like vanilla image 
captioning with RNN.

Input is full-frame image with text description





Model Evaluation

1) Evaluating Image - Word Alignments

2) Evaluating Descriptions generated on a full image

3) Evaluating a densely annotated image



Evaluating the Alignment Model

Test Image

Sentence Image-Sentence 
Score  Skl

Rank

“test sentence 1” 4.5 1

“test sentence 2” 0.6 4

“test sentence 3” 3.5 2

“test sentence 4” 2.8 3

... ... ...

Ground Truth



Metrics Used for Alignment Model

Recall@K: the fraction of times a correct item was found among the top K 
results

Med r: Given a caption OR image, rank image-sentence scores
Metric is the median rank of ground truth



Alignment Model Results

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



Metrics Used for Generating Image Descriptions

BLEU, METEOR and CIDEr scores.   scale: 0 (worst) - 100 (best)
• Evaluate a candidate sentence by measuring how well it matches a set 

of five reference sentences written by humans

BLUE score explanation
• Measures number of words in input that are matched divided by the 

length of the output
• B-n matches n-grams from the input

• B-1 - unigram score, how much information is retained
• Higher n-gram count (B-3, B-4) relates more to fluency of translation



Full Image Description Results

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



Evaluating Relevance of Text Snippets at Regions

Used AMT to created new test-set by drawing bounding boxes in images 
and annotating regions

Compared labelled regions from alignment model to this test set



Region Snippets

https://cs.stanford.edu/people/karpathy/cvpr2015.pdf



Paper Weaknesses
Challenges/Difficulties faced
• No region-annotated training data
• Learn local visual semantics (even rare & small objects) through global descriptions 
• No established evaluations method for region-annotated training data

Issues with Paper
• Limitation: Includes 2 separate models - not trained end-to-end
• No LSTM used (only BRNN and RNN)
• No Model Ensemble 
• Object Detection was vanilla R-CNN extracting region features with Alexnet
• Lost to Google’s Show and Tell 



Demo



Backup slides



Evaluation

In this paper, three evaluations were performed:

• Full Model - “BRNN” Alignment Evaluation

• Full-Frame Description Evaluation

• Local Description Evaluation 


