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Framework to do visualizations
Image space (pre-images)

x

Representation space
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Framework to invert representations

Image Space

 x

Representation space

● Ḃ is not uniquely invertible
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Contributions

● Propose a general method to invert representations, including SIFT, 
HOG and CNNS

● Inverting representations method performs better for DSIFT and HOG 
compared to recent alternatives.

● Apply inversion technique to the analysis of deep CNNs, showing that 
CNN gradually builds an increasing amount of invariance, layer by layer

● Study locality of information stored in the representations by 
reconstructing image from selected groups of neurons, either spatially 
or by channel.
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Related Work #1  SIFT and Dense-SIFT
Reconstruct an image given keypoint of SIFT based on a huge database 

Image from:  P. Weinzaepfel, H. J´egou, and P. P´erez. Reconstructing an image from its local descriptors. In CVPR, 2011.
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Related Work #1  Dense-SIFT
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Related Work #1 HOG and HOGgles 



Related Works #2
● Visualizing and understanding convolutional networks(DeConvNet).               

In ECCV, 2014.
○ Backtrack the network computations to identify which image patches are responsible for 

certain neural activations

● Visualising image classification models and saliency maps. 

ICLR, 2014

○ Reconstruction via maximizing class-neuron scores
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● Visualizing and understanding convolutional networks(DeConvNet).               
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Inverting Method
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Ṟ0

Image x0 Representation

Ṟ(x*)

Reconstructed image  x*



 Inverting Method
● To solve equation

● Given:
○ Representation function: 
○ Representation:

● Find: x* that minimizes the objective

Loss: compare image representation 
and target one

R: regulariser to capture a 
natural image prior
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 Inverting method -  loss
Loss Function: Euclidean distance

Objective equation: 

Code:

Code: http://cesarsalgado.com/ipython_notes_on_understanding_deep_image_representations_by_inverting_them/22



 Inverting method -  regularisers
Regularisers: ṁ-norm image prior

○ ṁ-norm (ṁ = 6) (X is vectorised and mean-subtracted image)

       

○ Example:
■ Assume image x with shape(H,W,C) H = 2, W = 2, C = 3(RGB)

■ Then ṁ-norm will be:  

Code: http://cesarsalgado.com/ipython_notes_on_understanding_deep_image_representations_by_inverting_them/ 23
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 Inverting method -  regularizes
Regularisers: TV-norm image prior

○ TV(total variation)

● Example: total_variation(x) will be with shape(3,)
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 Inverting method -  regularizes
Objective function: 

Regulariser defined as sum of both subterms

Code:

Example: regularizer result will be with shape(3,) 
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 Inverting method - loss and regulariser

● Balancing loss and regularizer

● Normalized Loss
● ṓ: average Euclidean norm of natural images in a training set
● B = 128  ṓx ∈[-B,B]
●
●                                 (2.16 * 10^8)

26



Inverting method - Optimisation
● Gradient Descent(GD)
● GD extensions

○ Momentum 

          

           

○ Computing derivatives
■ CNNs : backpropagation
■ CNN-HOG and CNN-DSIFT: same as CNNs

m = 0.9 Weighted avg
Learning rate
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 Representations - CNN-A(Caffe-Alex) deep networks
● CNN-A structure
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Representations - CNN-DSIFT and CNN-HOG
How DSIFT and HOG implemented  in CNNs:

● Step1: Computing and binning image gradients
● Step2: Pooling binned gradients into cell histograms
● Step 3: Grouping cells into blocks (CNN layers)
● Step 4: Normalising the blocks (CNN layers)
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Experiments with shallow representation (HOG & SIFT)
● Quantitative Analysis

● Error:
● Qualitative Analysis
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Experiments with shallow representation (HOG & SIFT)
Comparison HOG and HOGle
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Experiments with shallow representation (HOG & SIFT)
Comparison HOG , DSIFT(quantative)
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Experiments with deep representation (CNN-A)
● Train Data: 1.2M images of the ImageNet ILSVRC 2012
● Validation Data: 100 ILSVRC validation images
●
●  Increasing         ten-folds, starting from 0.5
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Experiments with deep representation (CNN-A)
Quantitative Analysis
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Experiments with deep representation (CNN-A)
● Qualitatively Analysis: 

○ reconstruction for a image from each layer of CNN-A
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Experiments with deep representation (CNN-A)
● Qualitatively Analysis: 

○ reconstruction for a image from each layer of CNN-A
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Experiments with deep representation (CNN-A)
● Reconstructions obtained from subset of representation in different 

CNN layers
●
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Weakness and Future Work
● Weakness

○ Generate an image with the feature representation that similar to the given 
representation, not the image similar to the given image

○ Error detect for comparing the original image representation and the inverse image 
representation

○ Optimization implements at test time, requires computed gradient of feature 
representation, makes it  relatively slow

○ Implementation on only AlexNet, but not other state-of-art CNN
○ “Spikes” generated by using regularizer

● Future Work
○ Implementation on other state-of-art CNN
○ Experiment with more expressive natural image priors
○ Extract subsets of neurons that encode object parts and try to establish sub-networks 

that capture different details of the image
40



Recent work
Inverting visual representations with convolutional networks 
Dosovitskiy, Alexey, and Thomas Brox

Visualizing Deep Convolutional Neural Networks Using Natural Pre-images 
Aravindh Mahendran, Andrea Vedald

http://link.springer.com/article/10.1007/s11263-016-0911-8 
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Demo

42Original video: 
http://techtalks.tv/talks/understanding-deep-image-representations-by-inverting-them/61629/

https://docs.google.com/file/d/0B21i_dZYr0dQaEFkakRFWUkwWjQ/preview

