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Lecture 2: 
Image Classification pipeline 
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Course Goals
- Fundamental Concepts 

- Homeworks 1-4 

- Practical Programming Experience 

- Paper implementation 

- Final Project 

- Software development with a group 

- Literature Review 

- Scientific Experimentation
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Assignments and Grading
- 10% Homework #1 

- 10% Homework #2 

- 10% Homework #3 

- 10% Homework #4 

- 10% Reading summaries posted to class blog 

- 10% Paper presentation(s), including partial system implementation or testing 

- Pick partner for paper presentation 

- Look at list of suggested papers, email top 2 or 3 picks to instructor 

- Papers will be assigned next week 

- 40% Semester Project 

- Groups will be assigned randomly after first homework is graded 

- If you have a special case, please come to office hours to discuss
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Programming Requirements

- Prereqs: Python, all homework assignments are in Python. Deep learning functions will be written by you!  

- Deep learning packages (Final Project): Caffe, TensorFlow, Torch, Theano… 

- Will be discussed later this semester 

- Feel free to get started experimenting 

- Come to office hours with questions or post on Piazza 

- Caffe, TensorFlow, Torch installed as part of start-up script 

- You will be sharing the AWS instances 

- You can also apply for AWS, Google Cloud, Azure education credits 

- To check who else is using the CPUs use top or htop 

- Check GPU usage with nvidia-smi
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Admin

First assignment is out! 
It is due Thursday Fed. 2  
It includes: 
- Write/train/evaluate a kNN classifier 
- Write/train/evaluate a Linear Classifier (SVM and Softmax) 
- Write/train/evaluate a 2-layer Neural Network 

(backpropagation!) 
- Requires writing numpy/Python code 

Compute: Can use your own laptops, or Tufts’ AWS instance
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Getting Set Up - Tutorials
- Python/Numpy 

- VirtualEnv 

- Vectorized Operations: Using Slices in Python
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https://comp150dl.github.io/notes/
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Dataset
Image Classification Training Pipeline

Feature
Feature Extraction

Dataset  
Labels Classifier

Dataset  
Features

Library of  
Classifiers

Repeat for 
many items …
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cat

(assume given set of discrete labels) 
{dog, cat, truck, plane, ...}
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Images are represented as 
3D arrays of numbers, with 
integers between [0, 255]. 

E.g.  
300 x 100 x 3  

(3 for 3 color channels RGB)
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Challenges: Viewpoint Variation
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Challenges: Illumination
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Challenges: Deformation
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Challenges: Occlusion
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Challenges: Background clutter
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Challenges: Intraclass variation
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An image classifier

18

Unlike e.g. sorting a list of numbers, 
  
no obvious way to hard-code the algorithm for 
recognizing a cat, or other classes.
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Data Driven Approach
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Example training set

- Collect a dataset of images and labels 
- Use Machine Learning to train an image classifier 
- Evaluate the classifier on a withheld set of test images



* Original slides borrowed from Andrej Karpathy 
and Li Fei-Fei,  Stanford cs231n  comp150dl

First classifier: Nearest Neighbor Classifier
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Remember all training 
images and their labels

Predict the label of the 
most similar training image
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Example dataset: CIFAR-10 
10 labels  
50,000 training images, each image is tiny: 32x32 
10,000 test images.
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For every test image (first column), 
examples of nearest neighbors in rows

Example dataset: CIFAR-10 
10 labels  
50,000 training images 
10,000 test images.
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How do we compare the images? What is the distance metric?

L1 distance:

add
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Nearest Neighbor classifier
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Nearest Neighbor classifier

remember the training data
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Nearest Neighbor classifier

for every test image: 
- find nearest train image 

with L1 distance 
- predict the label of 

nearest training image
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Nearest Neighbor classifier

Q: how does the 
classification speed 
depend on the size of 
the training data?
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Nearest Neighbor classifier

Q: how does the 
classification speed 
depend on the size of 
the training data? 
linearly :( 

This is backwards: 
- test time performance 
is usually much more 
important in practice.  
- CNNs flip this: 
expensive training, 
cheap test evaluation
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Aside: Approximate Nearest Neighbor 
find approximate nearest neighbors quickly
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The choice of distance is a hyperparameter 
common choices:

L1 (Manhattan) distance L2 (Euclidean) distance
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k-Nearest Neighbor 
find the k nearest images, have them vote on the label

the data NN classifier 5-NN classifier

http://en.wikipedia.org/wiki/K-nearest_neighbors_algorithm
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For every test image (first column), 
examples of nearest neighbors in rows

Example dataset: CIFAR-10 
10 labels  
50,000 training images 
10,000 test images.
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Q: what is the accuracy of the nearest 
neighbor classifier on the training data, 
when using the Euclidean distance?

the data NN classifier 5-NN classifier
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Q2: what is the accuracy of the k-nearest 
neighbor classifier on the training data?

the data NN classifier 5-NN classifier
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What is the best distance to use? 
What is the best value of k to use? 

i.e. how do we set the hyperparameters?
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What is the best distance to use? 
What is the best value of k to use? 

i.e. how do we set the hyperparameters? 

Very problem-dependent.  
Must try them all out and see what works best. 
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Try out what hyperparameters work best on test set. 
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Trying out what hyperparameters work best on test set: 
Very bad idea. The test set is a proxy for the generalization performance! 
Use only VERY SPARINGLY, at the end.
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      Validation data 
use to tune hyperparameters 
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Cross-validation 
cycle through the choice of which fold 
is the validation fold, average results.
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Example of 
5-fold cross-validation 
for the value of k. 

Each point: single 
outcome.  

The line goes 
through the mean, bars 
indicated standard 
deviation 

(Seems that k ~= 7 works best 
for this data)
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k-Nearest Neighbor on images never used.

- terrible performance at test time 
- distance metrics on level of whole images can be 

very unintuitive

(all 3 images have same L2 distance to the one on the left)
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Summary
- Image Classification: We are given a Training Set of labeled images, asked 

to predict labels on Test Set. Common to report the Accuracy of predictions 
(fraction of correctly predicted images)

- We introduced the k-Nearest Neighbor Classifier, which predicts the labels 
based on nearest images in the training set

- We saw that the choice of distance and the value of k are hyperparameters 
that are tuned using a validation set, or through cross-validation if the size 
of the data is small. 

- Once the best set of hyperparameters is chosen, the classifier is evaluated 
once on the test set, and reported as the performance of kNN on that data.
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Aside: Precision and Recall

- Sometimes we are interested in more 
than accuracy.

- Precision: true positives/ total 
positives, ex: out of 50 images marked 
‘cat’, 10 were correct, Prec = 0.2 

- Recall: true positives/ total population, 
ex: out of 100 cat images in the test 
set, 10 were marked ‘cat’, Rec = 0.1  

- Average Precision: The average 
precision value over range of imposed 
recall values 0-1.0. 
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Linear Classification
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CNN

RNN
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Example dataset: CIFAR-10 
10 labels  
50,000 training images 
   each image is 32x32x3 
10,000 test images.
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Parametric approach

[32x32x3] 
array of numbers 0...1 
(3072 numbers total)

f(x,W)
image parameters

10 numbers, 
indicating class 
scores
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Parametric approach: Linear classifier

[32x32x3] 
array of numbers 0...1

10 numbers, 
indicating class 
scores
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Parametric approach: Linear classifier

[32x32x3] 
array of numbers 0...1

10 numbers, 
indicating class 
scores

3072x1

10x1 10x3072

parameters, or “weights”
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Parametric approach: Linear classifier

[32x32x3] 
array of numbers 0...1

10 numbers, 
indicating class 
scores

3072x1

10x1 10x3072

parameters, or “weights”

(+b) 10x1



* Original slides borrowed from Andrej Karpathy 
and Li Fei-Fei,  Stanford cs231n  comp150dl 53

Example with an image with 4 pixels, and 3 classes (cat/dog/ship)
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Interpreting a Linear Classifier

Q: what does the 
linear classifier 
do, in English?
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Interpreting a Linear Classifier

Example trained weights 
of a linear classifier 
trained on CIFAR-10:
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Interpreting a Linear Classifier

[32x32x3] 
array of numbers 0...1 
(3072 numbers total)
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Interpreting a Linear Classifier

Q2: what would be 
a very hard set of 
classes for a linear 
classifier to 
distinguish?
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1 vs All Classifiers
- What if you have a new category? 

- Option 1: Treat examples of that class as 
positives, all other classes negative 

- Option 2: Train N hyperplanes, where each 
linear classifier separates the new category 
from one of the existing categories (1 vs. 
Each  

- Aside: Using a standard classification library 
like Sci-Kit Learn, you can also use non-linear 
kernels. This may be an option if you want a 
quick result using pre-trained features. 

58* images credit Ben Aisen 2006
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Margin and Offset (b)

- Margin: distance between the closest 
positive training item in the dataset and 
the hyperplane (line made by Wx+b), or 
distance between the first negative 
example and the hyperplane 

- Offset: b is chosen so that the margin 
is the same on both positive and 
negative sides

59* image credit Fujun Liu

Ex. Cat Images

Ex. Dog Images
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So far: We defined a (linear) score function: 

Example class  
scores for 3 
images, with a  
random W:

 -3.45 
-8.87 
0.09 
2.9 
4.48 
8.02 
3.78 
1.06 
-0.36 
-0.72 

-0.51 
6.04 
5.31 
-4.22 
-4.19 
3.58 
4.49 
-4.37 
-2.09 
-2.93 

3.42 
4.64 
2.65 
5.1 
2.64 
5.55 
-4.34 
-1.5 
-4.79 
6.14 
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How do we know if W is good?

- For an example image x 

- We want Wx+b to be strongly positive for a positive classification of x 

- We want Wx+b to be strongly negative for a negative classification of x 

- We want Wx+b to be a greater value for the correct class than for any other class 

- Next lecture: how to use a Loss Function to find (W,b) parameters that satisfy these 
requirements 

- Unlike NN classifiers, training for linear classifiers will take computation time 

- Test time only requires one matrix multiplication, and is fast
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Off-the-Shelf 1 vs. All Classifiers

- If you have 1 vs. All linear classifiers trained separately, you can approximate comparing their 
outputs using a sigmoid function: 

-                                             t = Wx+b 

- The value of S approximates the probability of x belonging to a particular class. Relative rankings of 
class estimates will remain the same, but confusions between categories will be more obvious.  

- This is not as good as using a multiclass Loss Function, but may be expedient for debugging. 
Training will be faster.   
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Coming up: 
- Loss function 
- Optimization 
- ConvNets!

(quantifying what it means to 
have a “good” W)
(start with random W and find a 
W that minimizes the loss)
(tweak the functional form of f)


